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abstract

GPUs are necessary for accelerating applications. However they often remain underutilized [1] because solo executions cannot always fully utilize their resources. To share a GPU to multiple applications, previous work try to virtualize accelerators [3] or to provide Infrastructure as a Service (IaaS) [2]. Other virtualization techniques, such as full- and para virtualization, have limited applicability due to the requirement for custom drivers. API remoting [2] is the only stable and efficient technique for accelerator abstraction. Existing API remoting approaches [2, 3] intercept partially the CUDA driver and runtime API, as well as the high-level calls of CUDA accelerated libraries (e.g., cuBLAS and cuDNN).

This three-level interception approach requires handling more than 2000 calls though, most of which have complex semantics that change often. For example, just to support cuBLAS, cuRAND, and cuFFT, we need to handle more than 1600 high-level calls, a process that is usually performed offline by hand. As a consequence, previous work [2, 3] offer limited support for complex frameworks, such as PyTorch, and Tensorflow. To make matters worse, high level calls of CUDA accelerated libraries (e.g., cublasIsamax) perform implicit CUDA calls that are hidden from the developer. These calls execute both host and device code, which does not scale in client-server setups where the CPUs are not designed to perform computations.

In this work, we propose CUInterposer, a fine-grain interception mechanism at the CUDA driver and runtime library. The design of CUInterposer provides a clear boundary between CPU and GPU code, that allows to fully support popular frameworks, such as PyTorch. More specifically, CUInterposer intercepts the whole CUDA driver and runtime library that consists of 400 relatively simple calls. Due to the simplicity of these calls, the interception process is automated, leading to zero manual effort as opposed to previous works. Finally, we can distinguish host and device calls because our approach intercepts the implicit calls performed from closed-source high-level function calls of CUDA accelerated libraries. As a result, with CUInterposer, only the device code is forwarded to the server, whereas the host code is executed in the client.
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